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Abstract

We present the duality between edge lengths and axial forces in self-stressed frameworks, upon which are based reciprocal diagrams, introduced by Maxwell and Cremona in the nineteenth century. The main concepts and principles are simplified by using a graph theoretic approach. We describe some unusual orthogonality relations, involving lengths, axial forces and their rates of change.

Reciprocal diagrams, which exist for frameworks with underlying planar graph, are extended also to the non-planar case by introducing a new criterion. When this criterion can be applied, different reciprocals can be obtained as symmetric frameworks. The same criterion can also be applied to planar cases giving new reciprocals as a result.

Although reciprocal diagrams cannot be obtained for all self-stressed frameworks, the presented duality always holds and it provides useful insights for design and form-finding purposes.

1 INTRODUCTION

Reciprocal diagrams for pin-connected frameworks has been established by Maxwell [1, 2] and by Cremona [3] for solving problems of statics graphically. They showed that a two-dimensional framework possesses a self-stress if and only if there is a reciprocal framework, with edge lengths equal to the axial forces in the original framework. The two frameworks are the projection on the plane of two dual, or polar, polyhedra, where each vertex of one polyhedron corresponds to a face of the other one and vice-versa. Not too long ago, Crapo and Whiteley reformulated reciprocal diagrams in a more rigorous way and studied their generalization to three-dimensional structures [4, 5, 6]. More recently, Erdahl et al. [7] studied higher-dimensional generalizations. Reciprocal diagrams have also been used in scene analysis to check whether
a given drawing is the exact projection of a polyhedral surface [8]. In a recent application, they served for the static analysis of vaulted masonry constructions [9].

We make a step further on the generalization of reciprocal diagrams in three dimensions. By using basic concepts in graph theory, we state the algebraic duality between edge lengths and axial forces in a self-stressed framework, which is valid in any dimension. Reciprocal frameworks, as discovered by Maxwell and Cremona, are obtained when the graph underlying the framework is planar, i.e. this graph can be drawn on the plane without edge intersections. We then introduce a new criterion to find reciprocal frameworks which works for some non-planar graphs. This criterion can be applied also in the planar case in order to find new reciprocals. Notice that, in our terminology, the adjective planar always refers to the above mentioned property of a graph, while the adjectives two-dimensional, three-dimensional refer to the Euclidean space where the framework is considered.

In this work, we do not make use of the correspondence between reciprocal diagrams and polyhedral projections. We adopt Cremona’s construction, in which the edges of the reciprocal framework are parallel to the edges of the original one; this is equivalent to Maxwell’s construction in which pairs of corresponding edges are orthogonal to each other. Throughout the paper, we will refer to [10, 11, 12, 13], for graph theoretic notions and methods, and to [14, 15, 16], for algebraic notions regarding pin-connected frameworks.

2 THE PLANAR CASE

To give the intuition about reciprocal diagrams and to introduce notation and basic results, we refer to a simple example. Figure 1 (left) depicts both a pin-connected framework and its representation as an oriented graph. If the four nodes lay on the same plane, the structure has one self-stress state, up to a scaling factor, which is represented in Fig. 1 (center); thicker lines in the graph correspond to compressed edges.

Figure 1: A framework with planar graph (left) and its self-stress state (center). The corresponding reciprocal framework (right). Corresponding edges are parallel to each other.
In our notation, we use latin subscripts for quantities related to the nodes of the framework and greek subscripts for quantities related to the edges. When necessary we denote an edge by the ordered pair of nodes it connects. We use latin superscripts to specify quantities measured along cartesian coordinate directions.

We denote by \( p_i \in \mathbb{R}^3 \) the nodal position vector of node \( i \) in a cartesian reference frame and by \( e_{ij} \in \mathbb{R}^3 \) the unit vector directed from \( p_i \) to \( p_j \),

\[
e_{ij} = \frac{p_j - p_i}{\|p_j - p_i\|},
\]

so that \( e_{ij} = -e_{ji} \). The axial force, or stress, carried by the edge connecting nodes \( i \) and \( j \) is denoted by \( t_{ij} = t_{ji} \), positive if the edge is in traction. The equilibrium equation of node \( i \) subjected only to the axial forces of the edges it connects is written as

\[
\sum_j t_{ij} e_{ji} = 0,
\]

(2)

where the summation is extended to all nodes \( j \) connected to node \( i \) by an edge. For example, the equilibrium equation for node 2 is

\[
t_{21} \frac{p_2 - p_1}{\|p_2 - p_1\|} + t_{23} \frac{p_2 - p_3}{\|p_2 - p_3\|} + t_{24} \frac{p_2 - p_4}{\|p_2 - p_4\|} = 0.
\]

(3)

For the purposes of this paper, the nodal equilibrium equations of a framework are written in terms of the quantities related to the oriented graph underlying the framework. A graph is a collection of vertices together with a collection of edges which connects pairs of distinct vertices. Two or more edges can connect the same pair of vertices; however, this does not happen in our examples. A graph is oriented if an orientation is assigned to each edge, i.e. an ordering of the two vertices it connects. We say that an edge leaves the first vertex and enters the second vertex. For the graph underlying a framework, there is a one-to-one correspondence between vertices of the graph and the nodes of the framework, so that corresponding edges connect corresponding pairs of nodes and vertices.

For an oriented graph with \( n \) vertices and \( e \) edges, the incidence matrix \( C_0 \) is an \( n \) by \( e \) matrix whose \((i, \alpha)\) entry, \( c_{i\alpha} \), can be defined as

\[
c_{i\alpha} = \begin{cases} 
1 & \text{if edge } \alpha \text{ enters vertex } i \\
-1 & \text{if edge } \alpha \text{ leaves vertex } i \\
0 & \text{if edge } \alpha \text{ is not incident on vertex } i 
\end{cases}
\]

(4)
notice that sometimes in the literature the opposite signs are used in this definition, as the two choices are equivalent. The incidence matrix for the graph in Figure 1 (left) is written as follows.

\[
C_0 = \begin{bmatrix}
-1 & -1 & -1 & 0 & 0 & 0 & \text{(edges)} & 1 \\
1 & 0 & 0 & -1 & -1 & 0 & \text{vertices} & 2 \\
0 & 1 & 0 & 1 & 0 & -1 & \text{(cycles)} & 3 \\
0 & 0 & 1 & 0 & 1 & 1 & \text{(cycles)} & 4
\end{bmatrix}
\]  

Notice that each column of this matrix has exactly two nonzero entries which are equal to 1 and \(-1\), consequently, the row vectors sum up to the null vector in \(\mathbb{R}^e\). In other words, one row vector is linearly dependent on the others. If the graph is connected the rank of the incidence matrix is \((n-1)\) \([11]\). A graph is connected if there are paths formed by vertices and edges going from one vertex to all the others.

We denote \(e_\alpha \in \mathbb{R}^3\) the unit vector parallel to the direction of edge \(\alpha\), with same orientation, so that if this edge is oriented from vertex \(i\) to vertex \(j\) we have \(e_\alpha = e_{ij}\). If \(t_\alpha\) is the axial force carried by edge \(\alpha\) then the equilibrium equation of node \(i\), under no external force, is written as

\[
\sum_\alpha c_{i\alpha} t_\alpha e_\alpha = 0.
\]  

It is easy to check that this expression is equivalent to (2).

In graph theory, the row space of the incidence matrix is called the bond space, or cutset space, a subspace of \(\mathbb{R}^e\). A vector which belongs to this subspace is obtained by ‘cutting’ the graph drawing into two pieces with a line, the non-zero entries of this vector correspond to the cut edges and have values 1 or \(-1\), two entries have opposite values if the corresponding edges pass through the cutting line in opposite directions. In particular, each row vector of \(C_0\) corresponds to the cut edges incident to a vertex.

The orthogonal complement of the cutset space in \(\mathbb{R}^e\) is called the cycle space. In our example, a basis of the cycle space is given by the three row vectors of the following matrix.

\[
C^* = \begin{bmatrix}
-1 & 1 & 0 & -1 & 0 & 0 & \text{(cycles)} & A \\
1 & 0 & -1 & 0 & 1 & 0 & \text{cycles} & B \\
0 & -1 & 1 & 0 & 0 & -1 & \text{cycles} & C
\end{bmatrix}
\]
Each element of the basis represents a cycle in the graph, that is a sequence of vertices and edges which forms a closed path. For example, the first row vector in (7) correspond to the cycle $1 \rightarrow 3 \rightarrow 2 \rightarrow 1$, where edges (1,3) is traversed in the same direction with respect to its orientation, while edge (1,2) and (2,3) are traversed in the direction opposite to their orientation; the non-zero entries correspond to these edges, with values 1 and $-1$ respectively. It is easy to check that the scalar product between any two vectors representing a cutset and a cycle is zero.

The complementarity of the cutset space and the cycle space is the first ingredient for reciprocal systems. The second one is the planarity of the underlying graph. A graph is planar if it can be drawn on the plane without edge intersections. The graph underlying the framework in Fig. 1 (left) is planar, as shown in Fig. 2 (left). In such a drawing, a face is a region of the plane bounded by the edges of the graph, including the exterior infinite region. Since each edge connects two vertices and it is the common boundary of two faces, we can take the faces as the vertices of a dual planar graph, two dual vertices are connected if the corresponding faces have an edge in common, like in Fig. 2 (right).

In a planar graph, the edges bounding a face form a cycle and we can choose the basis for the cycle space according to the following criterion.

**Criterion 1.** (Basis for the cycle space in the planar case.)

(a) The basis is given by the cycles associated to all the faces except one;

(b) two cycles traverse a common edge in opposite directions.

In the example, the cycles in (7) has been chosen according to this criterion, they correspond to faces $A$, $B$ and $C$: due to (a), each edge belongs at most to two cycles in the basis, so that each column in $C^*$ has one or two non-zero entries; due to (b), two non-zero entries in a column have opposite signs. This choice
allow us to add to the matrix in (7) another row vector for face $D$, which is the sum of all the row vectors changed in sign, obtaining a matrix which is the incidence matrix of the dual graph (Fig. 2 right).

\[
\left[
\begin{array}{cccccc}
-1 & 1 & 0 & -1 & 0 & 0 \\
1 & 0 & -1 & 0 & 1 & 0 \\
0 & -1 & 1 & 0 & 0 & -1 \\
0 & 0 & 0 & 1 & -1 & 1 \\
\end{array}
\right]
\]

We denote by $c^{i\alpha}_{i\alpha}$ the $(i, \alpha)$ entry of the matrix $C^*_0$ in (8). Since a cycle is a closed path formed by edges, if $l_{\alpha}$ is the length of edge $\alpha$, then for each cycle we have the relation

\[
\sum_{\alpha} c^{i\alpha}_{i\alpha} l_{\alpha} e^{*}_{\alpha} = 0,
\]

which has the same form of the equilibrium equation (6). This correspondence leads to the following result in the planar case, also known as the Maxwell-Cremona theorem [1, 3, 4, 5, 6].

Given a pin-connected framework with underlying planar graph, there exists a non-null self-stress state, for which (6) is satisfied at every node, if and only if there exist a reciprocal framework on the dual graph with unit vectors $e^{*}_{\alpha}$ satisfying

\[
e^{*}_{\alpha} = \pm e_{\alpha} \quad \forall \alpha.
\]

The cycle space and cutset space are exchanged in the two systems. The lengths $l^{*}_{\alpha}$ of the reciprocal framework satisfy

\[
\sum_{\alpha} c_{i\alpha} l^{*}_{\alpha} e^{*}_{\alpha} = 0 \quad \forall i.
\]

In absolute value and up to a scaling factor, the stresses $t^{*}_{\alpha}$ and the lengths in the reciprocal framework are respectively equal to the corresponding lengths and stresses in the original framework:

\[
\begin{cases}
|t^{*}_{\alpha}| = l_{\alpha}, \\
l^{*}_{\alpha} = |t_{\alpha}|.
\end{cases}
\]

Corresponding edges are parallel to each other. In the reciprocal system, the unit vectors corresponding
to compressed elements in the original system have opposite orientation:

\[
\begin{align*}
e^*_\alpha &= e_\alpha & \text{if } t_\alpha > 0, \\
e^*_\alpha &= -e_\alpha & \text{if } t_\alpha < 0.
\end{align*}
\]  

(13)

Two edges with stresses of opposite sign have dual stresses of opposite sign, so that

\[
\sum_{\alpha} c^i_{\alpha \alpha} t^*_\alpha e^*_\alpha = 0 \quad \forall i.
\]

(14)

We remark that the lengths and the stresses satisfying (6), (9), (11), (14) can be arbitrarily scaled. Notice also that the reciprocal framework is independent from the orientation of the edges in the graph, while if we reverse the directions of all the cycles in the basis we obtain a reciprocal which is a reflection through a point of the previous one.

Figure 1 (right) shows the reciprocal framework in this example. If the nodes of the original framework do not lay on the same plane, then there is no self-stress, (10) cannot be satisfied and it is not possible to construct the reciprocal framework.

3 DUALITY BETWEEN AXIAL FORCES AND EDGE LENGTHS

Given an oriented graph, let \( C_0 \) be the associated incidence matrix defined by (4). As each row vector of this matrix is dependent on the others, we denote as \( C \) the reduced matrix obtained from \( C_0 \) by eliminating one row. The rows of \( C \) provide a basis for the cutset space. The basis of the cycle space is given by all the vectors which are in the null space of \( C \). By defining \( C^* \) as the matrix which contains the cycle space basis as row vectors, we can write

\[
C^* C^T = 0.
\]

(15)

By denoting with \( \text{Im} \, C^T \) and \( \text{Ker} \, C \) respectively the row space and the null space of the matrix \( C \), we have

\[
\begin{align*}
\text{cutset space : } & \quad \text{Im} \, C^T = \text{Im} \, C^T_0 = \text{Ker} \, C^* \\
\text{cycle space : } & \quad \text{Ker} \, C = \text{Ker} \, C_0 = \text{Im} \, C^{*T}.
\end{align*}
\]

(16)

If the graph is connected, the dimensions of the cutset space and cycle space are, respectively, \((n - 1)\) and \((e - n + 1)\) [10, 11].

Now, let us consider a framework associated with the graph. If \( \{e^x, e^y, e^z\} \) are three mutually ortho-
onal unit vectors along the cartesian directions, we can define the cartesian projections of the axial force vectors and those of the length vectors as

\[ s^h_{\alpha} := t_\alpha e_\alpha \cdot e^h, \]  
\[ d^h_{\alpha} := l_\alpha e_\alpha \cdot e^h, \]

for \( h = x, y, z \). For the edge from node \( i \) to node \( j \), the length projections can also be written as

\[ d^h_{ij} = p^h_j - p^h_i, \]

where \( p^h_i := p_i \cdot e^h \) is the cartesian coordinate of node \( i \) along direction \( h \).

We can rewrite (6) and (9) as

\[ C^h s^h = 0, \]  
\[ C^h d^h = 0 \]

for \( h = x, y, z \), where the vectors \( s^h, d^h \in \mathbb{R}^e \) contain respectively the projections (17) and (18) along the direction \( h \).

A physical interpretation of the cutset and cycle spaces is provided by the electrical network associated with the graph [10, 11, 12, 13]: a vector in the cutset space represents potential differences between vertices while a vector in the cycle space represents a set of currents in the edges. In the theory of electrical networks, (20) and (21) are known as Kirchhoff’s laws [17], stating that the sum of the currents entering a node is equal to the sum of the currents leaving that node, and that the potential differences between the nodes of a cycle sum up to zero. In a framework, the cartesian projections of the length vectors and those of the axial force vectors correspond respectively to potential differences and to currents in the electrical network with the same underlying graph: relation (21) states the orthogonality of the former with respect to the cycle space, while (20) states the orthogonality of the latter with respect to the cutset space.

In the previous example, by considering node 1 (Fig. 3, left), from (5) and (20) along direction \( x \), we have

\[ -s_{12}^x - s_{13}^x - s_{14}^x = 0, \]

while considering node 3 (Fig. 3, center) we have

\[ s_{13}^x + s_{23}^x - s_{34}^x = 0. \]
On the other side, considering the cycle $B$ (Fig. 3, right), from (7) and (21) along direction $x$, we have

$$d_{12}^x - d_{14}^x + d_{24}^x = (p_2^x - p_1^x) - (p_4^x - p_1^x) + (p_4^x - p_2^x) = 0.$$
where $A$ and $A^*$ have the form:

$$A = \begin{bmatrix} C^x \\ C^y \\ C^z \end{bmatrix}, \quad A^* = \begin{bmatrix} C^{**}x \\ C^{**}y \\ C^{**}z \end{bmatrix}.$$  \tag{26}

We see that, together with the usual equilibrium matrix $A$, whose null space contains the self-stress vectors $t$, there exists a dual matrix $A^*$ whose null space contains the lengths vectors $l$. This means that, in order to have a connected structures with given edge directions $e_\alpha$, the null space of $A^*$ have to be non-empty.

We recall here the kinematic compatibility relations described by the transpose of the equilibrium matrix $A^T$ [15]. The vector $p^h \in \mathbb{R}^n$ collects the nodal coordinates $p^h_i$ along direction $h$, while the vector $p \in \mathbb{R}^{3n}$ contains all the nodal coordinates in the form

$$p = \begin{bmatrix} p^x \\ p^y \\ p^z \end{bmatrix}.$$  

If $\dot{p}$ represents the nodal velocities in a motion of the framework, then the kinematic compatibility equations are written as

$$A^T \dot{p} = \dot{l}, \tag{27}$$

where $\dot{l}$ contains the stretching velocities of the edges. For example, the equation for edge $(i, j)$ is

$$(\dot{p}_j - \dot{p}_i) \cdot e_{ij} = \dot{l}_{ij}. \tag{28}$$

### 3.1 Orthogonality principles

Since the cutset space and the cycle space are orthogonal complement in $\mathbb{R}^e$, (20) and (21) imply that the vectors $s^h$ and $d^k$ are orthogonal to each other for every $h, k = x, y, z$:

$$s^h \cdot d^k = 0 \quad \forall s^h \in \text{Ker} C, \quad \forall d^k \in \text{Im} C^T. \tag{29}$$

This represents the well known orthogonality principle in electrical network theory, also known as Tellegen’s theorem [18]. From this principle, we can derive interesting relations. By considering a second
different framework but with the same underlying graph, the following relation holds

$$\sum_h s^h \cdot \bar{d}^h = \sum_\alpha t_\alpha e_\alpha \cdot \bar{l}_\alpha \bar{e}_\alpha = 0 ,$$  \hspace{1cm} (30)

where we distinguished with a tilde the quantities of the second framework. In particular, (30) written for the self-stress and the length vectors of the same framework gives

$$t \cdot l = 0 \quad \forall t \in \text{Ker} \ A , \ \forall l \in \text{Ker} ^* \ A .$$  \hspace{1cm} (31)

This is an interesting relation for designers: it shows that when a self-stressed system have a large number of edges in traction and few edges in compression, the compressed edges are longer or/and more stressed, making their design against buckling more problematic.

An alternative way to obtain (31) is the following. Since the null space and the row space of $A$ are mutually orthogonal we have

$$t \cdot \dot{l} = 0 \quad \forall t \in \text{Ker} \ A , \ \forall \dot{l} \in \text{Im} \ A ^T ;$$  \hspace{1cm} (32)

if we take $\dot{l} = a \dot{l}$, with $a \neq 0$ constant, which corresponds to a uniform expansion ($a > 0$) or shrinkage ($a < 0$) of the structure, we obtain (31).

It can be shown [12, 13] that the orthogonality principle is equivalent to the principle of virtual power. Indeed, (32) is equivalent to the principle of virtual power in the case of null external forces, stating that the power spent by the internal forces is null.

We notice also that relation (31) represents a discrete particular version of the Signorini’s theorem in linear elasticity [19]: for a continuum body occupying the volume $V$ under null external volume and contact forces we have

$$\int_V TdV = 0 ,$$  \hspace{1cm} (33)

where $T$ is the Cauchy stress tensor. Here, for a cylindrical rod subjected only to a constant axial stress $T$ we have

$$\int_{V_{\alpha}} TdV_{\alpha} = t_{\alpha} l_{\alpha} ,$$  \hspace{1cm} (34)

where $t_{\alpha} = TA_{\alpha}$ is the resultant axial force, $A_{\alpha}$ the area of the cross section of the rod and $V_{\alpha} = l_{\alpha} A_{\alpha}$ its volume.

Another important relation is obtained by taking the first time derivative of (31) and considering (32),
we obtain:

\[ \dot{t} \cdot l = 0 \quad \forall \; l \in \text{Ker} \mathbf{A}^* , \; \forall \; t \in \text{Ker} \mathbf{A} \mathbf{.} \tag{35} \]

This is a condition which the rate of change of the self-stress has to satisfy during a motion of the framework.

Lastly, (31), (32) and (35) together imply that the following dual relations holds:

\[ l \in \text{Ker} \mathbf{A}^* \subset \text{Im} \mathbf{A}^T \ni \dot{l} ; \tag{36} \]

\[ t \in \text{Ker} \mathbf{A} \subset \text{Im} \mathbf{A}^* \mathbf{T} \ni \dot{t} . \tag{37} \]

About the last relation, we see from (35) that \( \dot{t} \) belongs to \( \text{Im} \mathbf{A}^\mathbf{T} \). Moreover, we can choose a particular \( \dot{t} = at \), with \( a \neq 0 \) a constant, which corresponds to a uniform scaling of the self-stress; hence, the null space of \( \mathbf{A} \) is included in the image of \( \mathbf{A}^* \mathbf{T} \).

### 3.2 Force-coefficient formulation

For later use in Section 4 and to make the connection with existing literature on self-stressed frameworks, we report the equations regarding the force-coefficient formulation [20, 21]. The force coefficient of edge \( \alpha \) is defined as

\[ q_\alpha := \frac{t_\alpha l_\alpha}{}, \tag{38} \]

so that the equilibrium equation (2) for node \( i \) is rewritten as

\[ \sum_j t_{ij} \mathbf{e}_{ji} = \sum_j t_{ij} \mathbf{p}_i - \mathbf{p}_j l_{ij} = \sum_j q_{ij} (\mathbf{p}_i - \mathbf{p}_j) = \mathbf{0} , \tag{39} \]

where the summation is extended to all nodes \( j \) connected to node \( i \). The corresponding equations in terms of the incidence matrix of the structure \( \mathbf{C}_0 \) are obtained as follows. The relation between \( \mathbf{d}^h \) and \( \mathbf{p}^h \) is given by

\[ \mathbf{d}^h = \mathbf{C}_0^T \mathbf{p}^h . \tag{40} \]

From (38) and (17), we have

\[ s_{\alpha}^h = q_\alpha d_{\alpha}^h \tag{41} \]

or, by introducing the vector \( \mathbf{q} \in \mathbb{R}^n \), containing the force coefficient of all the edges,

\[ s^h = \text{diag}(\mathbf{q}) \mathbf{d}^h . \tag{42} \]
In this way, the equilibrium equation (20) is rewritten as

\[ 0 = C_0 s^h = C_0 \text{diag}(q) C_0^T p^h. \]  

(43)

By denoting with \( c_\alpha \) the column vector of \( C_0 \) corresponding to edge \( \alpha \),

\[ C_0 \equiv \begin{bmatrix} \vdots & c_\alpha & \vdots \end{bmatrix}, \]  

(44)

we can rewrite (43) as

\[ \sum_{\alpha} q_\alpha c_\alpha c_\alpha^T p^h = 0. \]  

(45)

where \( e_i e_j^T \) is a \( e \) by \( e \) matrix whose non-null entries are only in positions \( ii, ij, ji, jj \),

\[ e_i e_j^T \equiv \begin{bmatrix} \vdots & \vdots & \vdots \\
\cdots & 1 & \cdots & -1 & \cdots \\
\cdots & -1 & \cdots & 1 & \cdots \\
\vdots & \vdots & \vdots \end{bmatrix}. \]  

(46)

The linear operators (46) associated with the columns of \( C_0 \) serve also to write the kinematic compatibility equations. It is easy to see that (28) can be rewritten as

\[ \sum_{h} e_i e_j^T p^h \cdot \dot{p}^h = (\dot{p}_j - \dot{p}_i) \cdot (p_j - p_i) = l_{ij} \dot{l}_{ij}. \]  

(47)

3.3 Existence of the reciprocal

If the underlying graph of a framework is planar, then the existence of the reciprocal is equivalent to the existence of a self-stress state. We can choose the matrices \( C^* \) and \( C_0^* \), i.e. the basis for the cycle space and the dual incidence matrix, by considering the faces of a planar representation of the graph according to Criterion 1. The existence of a self-stress guarantees that there exists a dual structure with \( e_\alpha^* = \text{sign}(t_\alpha) e_\alpha \). All the previous equations are valid for the dual system by replacing \( C \) with \( C^* \) and \( e_\alpha \) with \( e_\alpha^* \). In particular, (24)_1 and (24)_2 represents the condition which the dual lengths and the dual stresses, respectively,
satisfy.

To construct the reciprocal system, we can associate one node of the dual framework to each row vector in $C_0^*$, with nodal coordinates such as to satisfy

$$d_{ij}^h = s_{ij} = p_{ij}^h - p_{i}^h,$$

(48)

or,

$$d^h = s = C_0^T p^h.$$

(49)

An interesting two-dimensional example is shown in Fig. 4 (left). This planar framework possesses a self-stress state only for particular nodal positions, under the geometric condition that the three axis collinear with edges $\alpha$, $\beta$ and $\gamma$ meet at a common point, as in the figure. The reciprocal framework (Fig. 4, right) possesses two independent states of self-stresses. This means that for the original framework there are two independent length vectors satisfying (24) and that there are multiple configurations with the same self-stress (Figure 4, center). These configurations are also known as parallel drawings [6].

Figure 4: Two frameworks (left and center) with the same single self-stress state and the corresponding reciprocal (right) possessing two independent self-stress states.

As recalled by Crapo [4], Cremona’s construction for reciprocal diagrams can be applied to three-dimensional frameworks, as long as their underlying graph is planar. For example, Fig. 5 shows the reciprocal of a classic tensegrity system.

Summarizing, the problem of finding a reciprocal of a given self-stressed framework can be solved by testing the underlying graph for planarity and, in case of a positive answer, by identifying corresponding faces in the planar graph to obtain the basis for the cycle space. Although the examples presented here have
been worked out manually, many algorithms have been devised in graph theory and computer science to perform these operations automatically (see [22] for a review and [23] for a recent procedure).

3.4 Extended Maxwell’s rule and derived relations

We here use the Extended Maxwell’s rule [15] to derive some relations for the dimension of the fundamental subspaces associated to $A$ and $A^*$, for the reciprocals in the planar case. We recall that the number of independent cycles is known from the number of vertices and edges of the system,

$$c = e - n + 1.$$  (50)
We denote by $s$ the number of independent self-stress states, $s = \dim(\ker A)$, and by $m$ the number of independent internal mechanisms, i.e. the non-rigid nodal velocities which cause no change in length of the edges. For a two-dimensional system, the extended Maxwell’s rule states that

$$2n - 3 - e = m - s.$$  \hfill (51)

The same rule written for the reciprocal framework is

$$2n^\ast - 3 - e^\ast = m^\ast - s^\ast,$$  \hfill (52)

where we denoted with a star the quantities related to the reciprocal. The number of edges and nodes of the reciprocal are, respectively

$$e^\ast = e, \quad n^\ast = c + 1 = e - n + 2.$$  \hfill (53)

By using (51), (52) and (53) we easily obtain

$$m^\ast - s^\ast + m - s = -2.$$  \hfill (54)

For a three-dimensional system, the extended Maxwell’s rule is written as

$$3n - 6 - e = m - s;$$  \hfill (55)

and the analogous relation holds for the reciprocal. The same computation leads, in this case, to the relation

$$m^\ast - s^\ast + m - s = e - 6.$$  \hfill (56)

We see that there is an important difference between the two cases, since in three dimensions the dimensions of the fundamental subspaces associated to $A$ and $A^\ast$ are related to the number of edges in the framework.

4 THE NON-PLANAR CASE

Many graphs are non-planar, important examples are the complete graph on five vertices, usually called $K_5$ (Fig. 8, left), and the complete bipartite graph on two set of three vertices, usually called $K_{3,3}$ (Fig. 6, left). A graph is complete if every vertex is connected to all the others. A graph is bipartite if the vertices
are partitioned into two sets and every edge connects a vertex in one set and a vertex in the other one. A complete bipartite graph is a bipartite graph where every vertex in a set is connected to all the vertices in the other set. A simple characterization of planar graphs has been given by Kuratowski [10] in terms of these two graphs and can be stated as follows: A graph is planar if and only if it does not contain a subdivision of $K_{3,3}$ or $K_5$ as a subgraph. A subdivision of a graph results from inserting vertices into edges.

For two-dimensional frameworks, Bow [24] extended reciprocal diagrams to the non-planar case by inserting an additional node at the intersection of two edges. This cannot be done in three dimensions since two crossing edges in the graph does not necessarily intersect in the framework. Another generalization to the non-planar case is described by Crapo and Whiteley [5], producing reciprocals as infinite frameworks.

Here we present a method which can be applied to some non-planar graphs to obtain reciprocals as symmetric frameworks. We illustrate the method in the case of $K_{3,3}$ and $K_5$.

4.1 First non-planar example: $K_{3,3}$

Let us consider the system in Fig. 6 (left) with non-planar graph $K_{3,3}$. The system possesses a self-stress only for particular nodal positions. In the configuration shown, where the nodes are at the vertices of a regular hexagon, every edge carries the same axial force in magnitude; as before, thicker lines represents compressed edges.

![Figure 6](image-url)
The incidence matrix for the directed graph is written as follows:

\[
C_0 = \begin{bmatrix}
-1 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 1 & -1 & 3 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 4 \\
0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 5 \\
0 & 0 & 1 & 0 & -1 & 0 & 1 & 0 & 0 & 6
\end{bmatrix}
\]

Since the graph is not planar, it is not possible to find a basis for the cycle space satisfying Criterion 1. However, it is still possible to find a basis which satisfies the following criterion.

**Criterion 2.** (Basis for the cycle space in the non-planar case.)

(a) Each edge belongs exactly to two cycles in the basis;

(b) two cycles share at most two edges;

(c) when two edges are shared by two cycles, one edge is traversed by the cycles in opposite directions, the other one is traversed by the cycles in the same direction.

One possible choice of such a basis is given by the row vectors of the following matrix.

\[
C^* = \begin{bmatrix}
0 & -1 & -1 & 0 & -1 & -1 & 0 & -1 & -1 & A \\
1 & 1 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & B \\
-1 & 0 & 1 & 0 & 0 & 0 & -1 & -1 & 0 & C \\
0 & 0 & 0 & -1 & -1 & 0 & -1 & 0 & 1 & D
\end{bmatrix}
\]

In this basis we have the three cycles constituted by two opposite side of the hexagon and two diagonals plus the hexagon itself (Fig. 6, top center).

If we try to use the matrix in (58) as the incidence matrix of the reciprocal system we have the problem that some edges leave two vertices, instead of leaving one vertex and entering another. Figure 6 (bottom center) represent the substructure obtained by using the 1st, 2nd, 3rd, 4th and last column of (58) to obtain
the corresponding dual edges, as for these edges there is no such problem. Figure 6 (right) shows the edges corresponding to the remaining columns, they are drawn twice since each of them leaves two vertices; the nodes connected by these edges are denoted with an apex because they obviously do not coincide with the previous ones. Now, we can observe that the pairs of homologue nodes with and without apices are placed symmetrically with respect to a common point. In fact it can be shown that (58) represents the incidence matrix of a symmetric framework, where a reflection through a point leaves the framework unchanged and symmetric edges have same length and stress. Figure 7 gives a better idea of such a symmetric system in an irregular case.

Figure 7: A representation of the dual structure for the system in Fig. 6 in an irregular case.

To check this, let us consider the equilibrium equations of the dual structure in Fig. 7. To simplify the computations we take the origin of coordinates in the center of symmetry of the system. According to (39), the equilibrium equations of node $C$ is written as follows:

$$q_{CA}(p_C - p_A) + q_{CB}(p_C - p_B) + q_{CA'}(p_{C'} - p_{A'}) + q_{CD'}(p_{C'} - p_{D'}) = 0. \quad (59)$$

Since the system is symmetric, we have $p_{A'} = -p_{A}$, $p_{D'} = -p_{D}$ and the previous equation becomes

$$q_{CA}(p_C - p_A) + q_{CB}(p_C - p_B) + q_{CA'}(p_{C'} + p_{A'}) + q_{CD'}(p_{C'} + p_{D'}) = 0. \quad (60)$$
The same equation is arrived at by considering the equilibrium of node $C'$ and the symmetry conditions

$$q_{ij}^* = q_{i'j'}^*, \quad p_i^* = -p_i^*. \quad (61)$$

The third and fourth term of (60) show that (58) represents indeed the incidence matrix of a symmetric system, as the columns of this matrix with entries of the same sign provide operators $c_\alpha^* c_\alpha^{*T}$ of the form

$$c_\alpha^* c_\alpha^{*T} \equiv \begin{bmatrix} \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \vdots & \vdots \end{bmatrix}.$$  

$$\begin{array}{cccccccc} & \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots & \vdots \\ \cdots & 1 & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \vdots \end{array}.$$  

$$\begin{array}{cccccccc} & \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots & \vdots \\ \cdots & 1 & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \vdots \end{array}.$$  

$$\begin{array}{cccccccc} & \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots & \vdots \\ \cdots & 1 & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \vdots \end{array}.$$  

$$\begin{array}{cccccccc} & \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots & \vdots \\ \cdots & 1 & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \vdots \end{array}.$$  

$$\begin{array}{cccccccc} & \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots & \vdots \\ \cdots & 1 & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \vdots \end{array}.$$  

$$\begin{array}{cccccccc} & \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots & \vdots \\ \cdots & 1 & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \vdots \end{array}.$$  

This fact is confirmed by looking at the kinematic compatibility equations. Considering edge $CA'$, or edge $C'A$, equation (47) is written as

$$l_{CA'} \ddot{v}_{CA'} = (\dot{p}_C - \dot{p}_{A'}) \cdot (p_C - p_{A'}) = (\dot{p}_C + \dot{p}_A) \cdot (p_C + p_A) = \sum_h c_{34}^* c_{34}^{*T} p_h \cdot \dot{p}_h. \quad (63)$$

All the static and kinematic relations of the symmetric framework can be expressed through the incidence matrix (58). Moreover, it can be seen the rows of the matrix $C_0$ corresponds to pairs of symmetric cycles.

4.2 Second non-planar example: $K_5$

We pass now to consider the two-dimensional system in Fig. 8 (left) whose non-planar graph is the complete graph on five vertices $K_5$. The nodes of the structure are placed at the vertices of a regular pentagon. There are three independent self-stress states. For simplicity, we choose a self-stress in which the sides of the pentagon have the same positive stress and the other edges have the same negative stress. The equilibrium of node 3 is depicted in Fig. 8 (center).
Figure 8: A two-dimensional system with non-planar graph $K_5$ (left). The equilibrium of node 3 in a symmetric self-stress state (center). The representation of the dual edges corresponding to the incidence matrix (65) (right).

The incidence matrix of the oriented graph is

\[
C_0 = \begin{pmatrix}
-1 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & -1 & -1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & -1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & -1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & -1 & -1 \\
\end{pmatrix}
\]  

Like before, we can choose a basis for the cycle space satisfying Criterion 2.

\[
C^* = \begin{pmatrix}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
-1 & 0 & 0 & -1 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & -1 & 0 & 0 & 0 & -1 \\
0 & -1 & 0 & 0 & -1 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & -1 & 0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 & 0 & -1 & 0 & 0 & -1 & 0 \\
\end{pmatrix}
\]
Here we have the five cycles constituted by one side of the pentagon and two diagonals plus the pentagon itself. Figure 8 (right) depicts a representation of the dual edges obtained from this matrix like in the previous example. Figure 9 shows a corresponding symmetric structure in an irregular case; notice that we depicted one of the three independent parallel drawings of the reciprocal.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{A representation of the dual structures for the system in Fig. 8 in an irregular case.}
\end{figure}

Figure 10 (left) shows a three-dimensional self-stressed framework, with the shape of double pyramid, which has $K_5$ as underlying graph and one independent self-stress state. Figure 10 (right) shows the reciprocal system obtained by using the same choice (65) for the basis of the cycle space.

\section*{4.3 Existence of the symmetric reciprocal}

In the planar case, the choice of the basis satisfying Criterion 1 leads always to a unique reciprocal system, not considering the reverse choice of the cycle directions. In the non-planar case, a basis of the cycle space satisfying Criterion 2, if it is possible, is not necessarily unique; consequently we can have many different reciprocals for a given self-stressed framework. Criterion 2 can also be applied to a planar system. For example, for the tensegrity framework in Fig. 5 we can obtain the reciprocals in Fig. 11 by choosing the bases displayed. Different possibilities exist also for the other examples in this paper.

Notice that it is not always possible to find a basis satisfying Criterion 2. A simple example is given by $K_7$, the complete graph on seven vertices. There are $e = 21$ edges in this graph; from Criterion 2(a) the sum of the edges in the cycles in the basis is $2e = 42$. Since the dimension of the cycle space is
Substituting $c = 21 - 7 + 1 = 15$ and each cycle contains at least three edges, we have that the sum of the edges in a basis is greater than or equal to 45 and hence there is no basis satisfying Criterion 2.

The problem of the existence of a basis satisfying Criterion 2 has not been studied yet. This problem is related to an important conjecture in graph theory, the so-called cycle double cover conjecture [25], which is stated as: “For a graph with no bridges, it is always possible to find a set of cycles where each edge is traversed by exactly two of them”. A bridge is an edge whose removal disconnects the graph. This conjecture has not been proven yet. However, Criterion 2 provides us a different problem as it requires that the set of cycles is also a basis of the cycle space and, moreover, that two cycles share no more than one edge traversed with same directions and no more than one edge traversed with opposite directions.

5 CONCLUSIONS

We presented the principles and the basic concepts of reciprocal diagrams for self-stressed frameworks by means of simple graph theoretic tools. After introducing the case of an underlying planar graph, we rigorously described the algebraic duality between edge lengths and axial forces, which always holds for
self-stressed systems. In particular, we stated a new orthogonality condition, dual of the virtual power principle, involving the rate of change of the self-stress during a motion. We extended reciprocal diagrams to the non-planar case by establishing a criterion for the choice of the cycle basis, which can be used to discover new reciprocals both in the planar and in the non-planar case. This criterion cannot be applied to every non-planar graph. Nevertheless, the duality can still be exploited for the design and form-finding of these systems, without the need of a graphical representation of the reciprocal and without choosing a particular basis for the cycle space.

Regarding future improvements, further studies can be done to find the conditions for which this criterion can be applied to a certain graph and to find an algorithm to select a basis. About external forces, in two dimensions they can be easily included by introducing an additional vertex, the equilibrium equations of the corresponding fictitious node represent the external balance of forces, but the details of such a procedure in three dimensions still have to be outlined. Another important issue is the stability of the reciprocal.
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